Are depth field cameras preserving anonymity?
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Abstract  This paper presents a preliminary study to assess the degree of anonymization provided by the use of depth field camera, for various degrees of pixelization.

First the passage of 24 participants under a depth field camera was recorded. Each of the corresponding video was degraded with various levels of pixelization. Then the videos were shown to a subset of 6 participants, using a dedicated software which presents the videos in random order, starting with the lowest resolution. Each participant had to recognize themself, and in order to achieve this goal, could progressively improve the resolution.

Our results question the fact that pixelization is the proper way to improve anonymity. Actually recognition seems to a large extend to be based on dynamic features rather than on the resolution of the picture. Besides we identify mostly 2 groups of responses: either the person can identify him/herself whatever the pixelization, or the recognition task is out of reach. Thus, the ability to use dynamic features could be person dependent. Further exploration would be useful to confirm this observation.
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1 Introduction

While fluid behavior is strongly constrained by mass and momentum conservation, pedestrians dynamics only obey number conservation, leaving much freedom for the choice of their walking behavior. Compared to cars, pedestrians have much less inertia, and can change their speed and direction almost instantaneously. Besides, individuals can have different goals in the 2D world within which they evolve. As a result, pedestrian behavior can hardly be derived from general principles, and one needs data in order to gain insight into their dynamics [1–3].

The development of crowd science owes a lot to the progress in individual tracking. At the same time, tracking may raise privacy concerns. Among the various devices allowing
to track pedestrians’ dynamics, cameras are usually a good choice to collect data in real environments, as they don’t assume any equipment to be carried along. In particular, video cameras allow to obtain individual trajectories - among other features, at least for not too dense crowds. However, they raise an issue about privacy protection. Indeed, regular videos provide in general images that allow to recognize people.

This is in favor of rather using some depth field cameras, as it was done in several experiments [4–6]. Depth field cameras, as for example stereo cameras or Kinect ones, measure the distance from the first obstacle to the camera plane. If placed vertically, a pedestrian head appears as a point with maximum height (or minimum distance from the camera) that can be tracked to provide the pedestrian trajectory. Though this technique was first usable only at rather low density, machine learning based algorithms allow now to obtain trajectories for densities up to 3 ped/m² [7].

It seems that depth field measurements protect more the anonymity of people than regular RGB images. We wanted nevertheless to test whether pixelization was needed to ensure sufficiently the anonymity of tracked people. Our underlying a priori assumption was that more pixelization would make it more difficult to recognize a particular person, and we wanted to establish which level of pixelization would guarantee anonymity, in the spirit of [8].

### 2 Experiment description

#### 2.1 Data collection

An experiment was performed, in which various members of our laboratory were invited to walk under a Kinect camera hanging on the ceiling. Part of the region seen by the camera was a stair, part was a flat floor (see Fig. 1). The distance between the camera and the floor was 282 cm. Volunteers were invited to go once upstairs and once downstairs. Only depth-field images were recorded.

We collected in total passages from 25 volunteers under the Kinect camera. One of the videos, in which the volunteer was hopping on one foot throughout his passage, was discarded.

Half of the volunteers were permanent staff (so people that know each other quite well), one quarter were regular visitor or PhD students, and one quarter were trainees (most of them not known from other teams).

Volunteers arrived at random times, and were mostly ignoring who else took part in the experiment, except in some cases for the 2 or 3 others arriving at the same time.

---

1. We used a Xbox One Kinect camera, model number 1520. The depth pictures provided by the camera are $512 \times 424$ pixels.
2. Kinect cameras allow to record not only depth-field images, but also regular RGB images.
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Figure 1  Experimental place. The camera was hanging from the upper floor.

Figure 2  Image with 3 levels of pixelization: (a) $q = 1$ (original picture), (b) $q = 4$, (c) $q = 8$. Color bar gives the depth in mm. Undefined pixels are white.

2.2 Pixelization

Some post-treatment was then applied to the images in order to group the pixels. Various degrees of aggregation were used, characterized by a number $q$. For each value of $q$, the pixels in a square of size $q \times q$ were grouped together into a single pixel with averaged depth value. Fig. 2 shows an example of an image with various degrees of pixelization. Only 3 levels of pixelization are shown but actually $q$ could take any integer value between 1 and 8.

2.3 Recognition test

The aim of the experiment was to test whether volunteers could identify themselves among the set of collected videos. A graphical interface was developed so that volunteers could explore freely the set of videos, presented by the software in a random order (see Fig. 3).

As our prior hypothesis was that more pixelization would make it more difficult to

\footnote{As participants did not necessarily know each other, we asked them to recognize themselves, as it would put everybody on an equal footing.}
recognize oneself, videos were first presented with the higher degree of pixelization ($q = 8$).

If the person could not recognize themselves, or made a wrong choice, they could decrease the pixelization, and explore again the videos, until identification succeeds or until the lowest pixelization was reached.

We also took note of the remarks done by the volunteers during this identification task, as we wanted also to identify the criteria that people were using, and the cognitive process at work.

As the identification test occurred several months after the videos were collected, some volunteers had left the place, or some didn’t have the availability to perform the test (going through the 24 videos of duration about 5s each, takes between 2 and 3 min for each quality level). Besides, we chose to perform the test with some volunteers with rather neutral appearance. Indeed, some characteristics like carrying a cup of tea (see 4a), wearing a bun (again 4a), or carrying a backpack (4b) would indeed have biased the recognition process by making it much easier. Still these specific cases (6 among 24) were kept in the set of presented videos. As a result, only 6 members of the laboratory performed the identification test.

3 Results analysis

Surprisingly, and at odds with our prior hypothesis, it turns out that the degree of pixelization was not a relevant factor.

Instead, we found that there were mostly two types of testers: Four of them could identify themselves even with a high degree of pixelization (3 with $q = 8$, 1 with $q = 6$), while 2 others could never identify them, whatever the quality of the image (the pixelization levels that they explored ranged from $q = 8$ to 1).

The two persons who could not identify themselves were convinced from the beginning that they would not manage (“It’s impossible”, “Impossible to recognize oneself, there are no distinctive details”).
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Figure 4  Examples of specific features: (a) person with a bun and carrying a cup; (b) person with a backpack.

More surprisingly, the same doubt was expressed by those who identified themselves successfully. For example, one of them first claimed: “Impossible to recognize oneself”. Once this person had nevertheless succeeded, they explained that they had proceeded by elimination of people who had distinctive characteristics, and then their final choice was led, they thought, by the speed of walk as main criterion.

Another one mentioned some motion of the arm without which they would not have recognized themself.

A third one claimed that the recognition was rather instinctive, and that they could not explain it. When we asked them to make nevertheless some hypothesis, they mentioned the rather elongated silhouette and the swaying of the head.

The last one mentioned that the most striking feature was “the way people walk”.

4 Conclusion

The initial aim of this study was to determine the degree of pixelization that would ensure anonymity in a future experiment. This aim was implicitly implying that recognition would be more difficult with an increased pixelization level.

Our experimental results, though quite preliminary, suggest that this hypothesis is wrong, at least for the pixelization levels we explored, and that pixelization is not so much a relevant factor. By contrast, it seems that it is rather the characteristics of the dynamics of the walk that led to recognition, in the absence of distinctive features.

Actually, in the field of human-sensing [10], gait’s characteristics was already identified as a powerful signature allowing to identify people [11]. Gait can be detected for example through Dopler [12, 13] or just sound [14]. Kinect depth-field cameras were also used, but usually from a side view [15–18]. Indeed all these approaches aim at maximizing identification, at odds with our approach.

Besides, this litterature focuses on automatic recognition. By contrast, we only tested recognition by human beings. Though we do not have enough statistics to conclude, our results seem to indicate that, while some people would spontaneously use gait dynamics,
some others are unable to do it. This raises questions from the point of view of the
cognitive process at work, that it would be interesting to explore further.

Our results underline also that there was a high degree of uncertainty associated with
the recognition process, even when the latter was successful. Here the fact that volunteers
knew they were present at the test was certainly an important information. If we had not
shown all videos, and had asked “Are you present among these people?”, it is possible
that the results would have been quite different. The fact that participants knew a large
fraction of the other participants, even if they were not aware of who was participating,
could certainly also help them in the recognition process.

It would also be interesting to do again the test while asking to recognize other people
than oneself. A few informal attempts seem to indicate that again, pixelization would be
less relevant than the dynamical characteristics of the walk, but more systematic trials
would be necessary. Comparing recognition from videos or still images could also bring
interesting informations.

Another point that we didn’t explore further and that may deserve more attention is
the following. On fixed images, the less pixelization, the more information we get from
the image. But on videos, one can see some scintillation at the boundaries of objects,
in particular around the head of the pedestrians, that could hinder the interpretation of
the visual signal. Though it is less clear on fixed images, it can partially be guessed on
the images of Fig. 2. This sparkling is suppressed by the local averaging, and one may
wonder whether videos are not even more easy to analyze for \( q = 4 \) than for \( q = 1 \).

As a conclusion, anonymity is not easy to preserve, in particular when it is connected
with extra information (as here, the a priori knowledge that the person was indeed in-
cluded in the set). Besides, the dynamical features mentioned above could be accessible
by AI. This questions the possibility to ensure a high level of anonymity, even with depth
cameras. Computing trajectories on the fly would allow not to store the images - but then
no a posteriori check can be performed.

The python code of the graphical interface allowing the test of anonymity is available at [9].
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